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Kualitas dir, evaluasi, kernel, Ketersediaan air bersih yang semakin terbatas menjadi masalah global

klasifikasi, SVM yang serius. Krisis air bersih berdampak signifikan pada kesehatan
global, termasuk kematian akibat air terkontaminasi. Proses pengujian

Keywords: air yang memakan waktu lama menjadi hambatan utama dalam

Water quality, evaluation, menentukan kualitas air. Penelitian ini menggunakan metode Support

kernel, classification, SYM Vector Machine (SVM) untuk klasifikasi kualitas air. Data yang digunakan

berasal dari kumpulan berbagai senyawa dan unsur yang digunakan

dalam pengujian kualitas air. Penelitian ini melibatkan tahapan
pengumpulan data, pembersihan data, pelabelan data, dan pembagian data menjadi data latih dan data uji
dengan tiga skenario pengujian. Evaluasi model dilakukan dengan mengukur akurasi, presisi, dan recall. Hasil
penelitian menunjukkan bahwa SVM dengan kernel RBF memberikan performa terbaik dalam memprediksi
kualitas air minum dengan akurasi sebesar 95%. Temuan ini berkontribusi penting dalam pengembangan
metode pengujian kualitas air yang lebih akurat dan efisien.

ABSTRACT

The increasingly limited availability of clean water is becoming a serious global problem. The clean water
crisis significantly impacts global health, including deaths from contaminated water. The time-consuming
process of water testing is a significant obstacle in determining water quality. This research uses the
Support Vector Machine (SVM) method for water quality classification. The data used comes from a
collection of various compounds and elements used in water quality testing. This research involves the
stages of data collection, data cleaning, data labeling, and data division into training data and test data
with three test scenarios. Model evaluation was done by measuring accuracy, precision, and recall. The
results showed that SVM with RBF kernel best predicted drinking water quality with 95% accuracy. These
findings contribute to developing more accurate and efficient water quality testing methods.

Pendahuluan

Air adalah senyawa penting yang mendukung kehidupan semua makhluk di bumi.
Sebagai pelarut universal, air memungkinkan reaksi-reaksi kimia dalam sel dan
organisme, menyusun sekitar 60-70% massa sel, serta berfungsi dalam transportasi
nutrisi dan oksigen, dan mengatur suhu tubuh (Tatarov, 2022). Namun, krisis air bersih
semakin mengkhawatirkan. Menurut WHO hanya sekitar 1% dari total air di planet ini
yang bisa dikonsumsi manusia, sehingga menyebabkan banyak orang kesulitan
mengakses air minum yang layak (Koninck et al., 2023). Menurut WHO, 663 juta orang
di dunia masih kesulitan mendapatkan air bersih, dan diperkirakan pada 2025, sekitar
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dua pertiga populasi dunia akan tinggal di daerah dengan kelangkaan air (Mishra &
Tushaus, 2022; Shemer et al., 2023). Setiap tahun, 829 ribu orang meninggal akibat air
minum yang tidak aman, sanitasi buruk, dan kebersihan tangan yang tidak memadai
(Shemer et al., 2023). Prediksi WWAP menyebutkan 85% air bersih yang tersedia akan
menjadi limbah, sementara kebutuhan air terus meningkat (Zhou et al., 2019). Krisis ini
mengancam kesehatan dan kesejahteraan global, menyebarkan penyakit dari air
terkontaminasi yang bisa mematikan, terutama bagi anak-anak, serta memengaruhi
kebersihan dan sanitasi (Alijanzadeh Maliji et al., 2023; Devgade & Patil, 2023). Dalam
menentukan kualitas air, diperlukan waktu yang cukup lama karena harus melalui
serangkaian pengujian parameter fisik, kimia, dan biologi (Dhaswadikar Usha Sitaram,
2022; Kashtanjeva et al., 2022). Meningkatnya kesadaran masyarakat terhadap kualitas
air mendorong kebutuhan akan metode yang dapat memastikan air yang dikonsumsi
atau digunakan aman dan bermutu. Oleh karena itu, diperlukan teknologi dan metode
pengujian dengan akurasi tinggi untuk memastikan bahwa air yang dikonsumsi benar-
benar aman dan berkualitas.

Penelitian mengenai kualitas air telah menjadi fokus utama dalam beberapa studi
terkini. Sebuah penelitian yang dilakukan oleh Tanega dkk menggunakan metode
Random Forest untuk mengklasifikasikan kualitas air Danau Tall di Filipina, menghasilkan
tingkat akurasi yang sangat tinggi sebesar 95% (Tanega et al., 2023). Penelitian serupa
oleh Adi T dkk juga dilakukan dengan menerapkan tiga metode klasifikasi data yang
berbeda, dan menghasilkan akurasi tertinggi masing-masing sebesar 71,19% untuk K-
nearest neighbours, 67,16% untuk Naive Bayes, dan 61,77% untuk Decision Tree
(Tangkelayuk, 2022). Namun, penelitian yang dilakukan oleh (Marten Sahalatua
Tumangger & Hidayat, 2019), menggunakan metode SVM dengan kernel linier,
menghasilkan tingkat akurasi yang relatif rendah sebesar 78,70%, berbeda dengan
penelitian lain yang dilakukan oleh mardewi dkk yang menerapkan metode SVM dengan
tiga kernel (linear, polynomial, RBF), mampu menghasilkan tingkat akurasi yang jauh
lebih tinggi, yakni mencapai 95,0% untuk kernel linear dan polynomial, serta 94,5% untuk
RBF (Mardewi et al., 2023). Temuan ini menyoroti pentingnya variasi dalam penggunaan
kernel pada metode SVM dalam konteks klasifikasi kualitas air, dengan implikasi
signifikan bagi penelitian selanjutnya dalam domain ini.

Penggunaan metode seperti K-nearest neighbours, Naive Bayes, dan Decision Tree
memiliki kelemahan dalam menangani data yang kompleks serta cenderung
menghasilkan kesalahan saat terdapat ketidakseimbangan dalam jumlah sampel pada
setiap kelas (Aldossary et al., 2022). Demikian pula, meskipun Random Forest
menunjukkan tingkat akurasi yang tinggi, namun memiliki batasan dalam menangani
masalah kompleksitas dan tidak linearan pada data kualitas air. Sebaliknya, Support
Vector Machine (SVM) terbukti lebih efektif dalam menangani tantangan tersebut,
terutama pada data yang memiliki struktur yang rumit atau ketidakseimbangan antar
kelas (Santoso et al., 2022). Oleh karena itu, penelitian ini mengusulkan penggunaan
metode SVM untuk memprediksi kualitas air minum. Metode SVM yang diusulkan akan
menggunakan empat kernel dan melibatkan tiga skema pengujian. Model dengan
akurasi tertinggi dari kernel yang dihasilkan akan dipilih untuk memprediksi kualitas air.
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Metode Penelitian

Klasifikasi kualitas air minum merupakan proses penting untuk memastikan bahwa
air yang dikonsumsi memenuhi standar keselamatan dan kesehatan. Metode Support
Vector Machine (SVYM) digunakan dalam penelitian ini untuk mengklasifikasikan kualitas
air minum dengan berbagai jenis kernel, seperti sigmoid, linear, RBF (Radial Basis
Function), dan polynomial. Proses ini melibatkan beberapa tahapan yang dijelaskan dan
digambarkan dalam sebuah diagram alir pada Gambar 1.
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Gambar 1. Kerangka Penelitian

Pengumpulan Data

Data yang digunakan dalam penelitian klasifikasi kualitas air minum ini berasal dari
kumpulan berbagai senyawa dan unsur yang digunakan dalam pengujian kualitas air,

yang terdiri dari 21 atribut dan 8000 data. Atribut-atribut tersebut dijabarkan dalam
Tabel 1.

Tabel 1. Data Set

Aluminimum Ammonia Uranium Is_Safe
0,086806 09.08 00.02 1
02.32 21.16 00.05 1
01.01 14.02 00.01 0

Sumber: https://www.kaggle.com/datasets/mssmartypants/water-quality

Pelabelan Data

Pelabelan data merupakan proses penting dalam analisis dan pengolahan data,
terutama dalam konteks klasifikasi dan pembelajaran mesin (Zhdanovskaya et al., 2023).
Melalui pelabelan, data diberi kategori atau label yang menggambarkan atribut
tertentu. Misalnya, dalam analisis kualitas air, atribut Is_safe digunakan untuk menandai
keamanan air dengan kelas 0 menunjukkan air tidak aman dan kelas 1 menunjukkan air
aman untuk dikonsumsi.
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Pembersihan Data

Pembersihan data adalah suatu proses yang digunakan untuk menghapus atau
memperbaiki data yang salah, rusak, salah format, duplikat, atau tidak lengkap dari
kumpulan data (Cunningham & Muir, 2023; Parulian & Ludascher, 2023)yang dapat di
lihat pada Gambar 2.

3+ Data Shape : (7996, 21)
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Gambar 2. Pemberisihan Data

dtype: inté4

Gambar 2. menunjukkan hasil proses pembersihan data yang bertujuan untuk
mengidentifikasi adanya data yang hilang atau tidak valid. Jika data mengandung nilai
NAN (Not A Number) maka data tersebut akan dihapuskan untuk memastikan integritas
data sebelum dilakukan pengolahan lebih lanjut. Dalam dataset yang digunakan,
teridentifikasi terdapat 4 observasi data yang memuat nilai NAN sehingga data yang
digunakan untuk proses lebih lanjut berjumlah 7996 data.

Split Data

Splitting data adalah langkah penting dalam mengembangkan model klasifikasi
yang melibatkan pembagian dataset menjadi dua bagian: data latih dan data uji (Rahayu
& Yamasari, 2024). Data latih untuk melatih model, sementara data uji untuk
mengevaluasi performa model yang dapat dilihat dalam Tabel 2.

Tabel 2. Pembagian Data

Rasio Data Latih Data Uji
80:20 6397 1599
50:50 3889 3998
60:40 4798 3198

Support Vector Mechine

Metode SVM sering dipilih sebagai algoritma klasifikasi yang efektif. SVM
digunakan untuk memisahkan kelas-kelas dalam data dengan memanfaatkan berbagai
jenis kernel seperti linear, polynomial, RBF, dan sigmoid (Nuraeni & Faisal, 2025; Sudin
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et al., 2023). Setiap kernel memiliki keunggulan dan kelemahan tertentu dalam
menangani pola-pola data yang berbeda. Evaluasi Kklasifikasi dilakukan dengan
mengukur akurasi, presisi, dan recall. Gambar 3 menunjukkan langkah-langkah dalam
proses klasifikasi dengan SVM.
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Gambar 3. Flowchar Klasifikasi dengan SVM

Algoritma Support Vector Machine (SVM) mendasarkan prinsipnya pada konsep
minimisasi risiko struktural (SRM). Fokus utama SVM adalah mencari hyperplane optimal
di dalam ruang input yang mampu memisahkan dua kelas data dengan baik (Medyanti
& Faisal, 2023). Hyperplane ini ditemukan dengan tujuan mengoptimalkan margin antara
kedua kelas, yang diukur dengan mencari titik maksimum dari margin tersebut (Igbal et
al.,, 2023). SVM memprioritaskan pencarian hyperplane yang memberikan margin
terbesar antara kelas-kelas yang ingin dipisahkan, sehingga meminimalkan risiko
kesalahan klasifikasi (Nuraeni & Faisal, 2025). Konsep ini memungkinkan SVM untuk
menangani dengan efisien permasalahan klasifikasi yang kompleks dan nonlinear dalam
berbagai domain aplikasi.

Skenario Pengujian

Dalam penelitian ini, pengujian model dilakukan dengan menggunakan tiga
skenario pembagian data yang berbeda untuk mengevaluasi kinerja metode yang
digunakan. Pengujian merujuk pada proses evaluasi di mana model yang dikembangkan
diuji kemampuannya dalam memprediksi atau mengenali pola pada data baru.
Pembagian data yang diterapkan meliputi skenario 80:20, 50:50, dan 60:40. Skenario ini
merujuk pada proporsi data yang digunakan untuk pelatihan (training) dan pengujian
(testing) model.
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Evaluasi Model

Dalam proses evaluasi sistem, terdapat beberapa metrik penting yang digunakan,
antara lain akurasi, presisi, dan recall. Presisi dan recall digunakan untuk mengevaluasi
seberapa baik sistem dalam mengambil data yang relevan dengan kebutuhan (Sadeli &
Lawanda, 2023). Presisi mengukur kecocokan antara elemen data yang diambil dengan
informasi yang diperlukan, sementara recall menunjukkan seberapa efektif sistem
dalam menemukan semua elemen data yang relevan (Harju & Mesaros, 2023). Berikut
ini adalah persamaan yang digunakan dalam menghitung akurasi, presisi dan recall.

TP + FN
Akurasi = A (1)
p+n
. TP (2)
Presisi = TP FP T FP
__TP (3)
Recall = TP T FP

Hasil dan Pembahasan

Berdasarkan hasil uji coba dari empat kernel dengan menggunakan 3 sekenario
yang telah ditentukan. Hasil dari uji coba akan dibandingkan untuk memahami kinerja
relatif dari masing-masing kernel dalam memprediksi kualitas air minum. Hasil evaluasi
dapat di lihat pada Tabel 3.

Tabel 3. Hasil Evaluasi

Tabel Rasio Akurasi Presisi Recall
80:20 80% 37% 73%
Linear 50:50 79% 34% 77%
60:40 80 36% 75%
80:20 91% 62% 65%
Polynomial 50:50 91% 64% 61%
60:40 91% 65% 65%
80:20 93% 74% 68%
RBF 50:50 92% 71% 61%
60:40 93% 74% 64%
80:20 80% 36% 74%
Sigmoid 50:50 79% 34% 76%
60:40 80% 35% 75%
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Skenario 1

Dalam skenario pertama dengan pembagian data 80:20, hasil evaluasi kinerja
model menunjukkan bahwa kernel Linear mencapai tingkat akurasi sebesar 81%, akurasi
pada kernel Polynomial mencapai 91%, sedangkan pada kernel RBF mencapai akurasi 93%
akurasi, dan kernel sigmoid mencapai tingkat akurasi sebesar 80%.

Akurasi SVM (80_20) Presisi SVM (80_20) Recall SVM (80_20)
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o
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Gambar 4. Evaluasi Skenario 1

Gambar 4 menunjukkan perbandingan performa model klasifikasi menggunakan
empat jenis kernel dalam scenario pertama: linear, polynomial, RBF, dan sigmoid. Kernel
RBF menunjukkan performa terbaik dengan akurasi 0.93, diikuti oleh kernel polynomial
dengan akurasi 0.91. Kedua kernel ini juga memiliki nilai presisi, recall, dan f1-score yang
seimbang untuk kedua kelas. Kernel linear dan sigmoid memiliki performa yang lebih
rendah, dengan akurasi masing-masing 0.81 dan 0.80. Kernel sigmoid memiliki presisi
yang sangat rendah pada kelas 1. Hasil ini menunjukkan bahwa pemilihan kernel
mempengaruhi performa model secara signifikan, di mana kernel RBF dan polynomial
lebih efektif untuk dataset ini dibandingkan kernel linear dan sigmoid.

Skenario 2

Selanjutnya pada skenario kedua dengan pembagian data 50:50, hasil evaluasi
kinerja model menunjukkan bahwa kernel Linear mencapai tingkat akurasi sebesar 79%,
akurasi pada kernel Polynomial mencapai 91%, sedangkan pada kernel RBF mencapai
akurasi 92%, dan kernel sigmoid mencapai tingkat akurasi sebesar 79%.

Akurasi SVM (50_50) Presisi SVM (50_50) Recall SVM (50_50)
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Gambar 5. Evaluasi Skenario 2
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Gambar 5 menunjukkan perbandingan performa model klasifikasi dengan empat
jenis kernel dalam skenario dua: linear, polynomial, RBF, dan sigmoid. Kernel RBF
kembali menunjukkan performa terbaik dengan akurasi 0.92, diikuti oleh kernel
polynomial dengan akurasi 0.91. Kedua kernel ini memiliki presisi, recall, dan f1-score
yang tinggi dan seimbang untuk kedua kelas. Kernel linear dan sigmoid memiliki akurasi
yang lebih rendah, masing-masing 0.79 dan 0.83. Kernel sigmoid kembali menunjukkan
presisi yang sangat rendah pada kelas 1. Secara keseluruhan, hasil ini konsisten dengan
skenario 1, menunjukkan bahwa kernel RBF dan polynomial lebih unggul dalam
menangani dataset ini dibandingkan kernel linear dan sigmoid. Pemilihan kernel yang
tepat terbukti sangat mempengaruhi efektivitas model klasifikasi.

Skenario 3

Pada skenario terakhir dengan pembagian data 60:40, hasil evaluasi kinerja model
menunjukkan bahwa kernel Linear mencapai tingkat akurasi sebesar 80%, akurasi pada
kernel Polynomial mencapai 91%, sedangkan pada kernel RBF mencapai akurasi 93%, dan
kernel sigmoid mencapai tingkat akurasi sebesar 80%.

5 Akurasi SVM (60_40) ib Presisi SVM (60_40) i Recall SVM (60_40)

0.8 1

0.6

Akur

0.2

0.0 ~ -
mf  sgmoid inear  poly of  sgmoid

inear  poly
Kernel Kernel Kemel

Gambar 6. Evaluasi Skenario 3

Gambar 6. Menunjukkan bahwa kernel RBF menunjukkan performa terbaik
dengan akurasi 0.93, memiliki presisi dan recall tinggi untuk kelas 0 (0.95 dan 0.97) serta
performa yang cukup baik untuk kelas 1 (0.74 dan 0.64). Kernel polynomial juga efektif
dengan akurasi 0.91 dan keseimbangan yang baik antara presisi dan recall untuk kedua
kelas. Kernel linear dan sigmoid memiliki akurasi lebih rendah (0.80) dan presisi sangat
rendah pada kelas 1 (0.36 dan 0.35). Hasil ini menunjukkan kesamaan pada skenario
pertama dan kedua yang menunjukkan bahwa kernel RBF unggul dalam proses analisis
data dalam mengklasifikasi kualiatas air minum.

Dalam ketiga skenario, evaluasi model klasifikasi menggunakan empat jenis kernel
yaitu Linear, Polynomial, RBF, dan Sigmoid menunjukkan bahwa kernel RBF consistently
memberikan performa terbaik, dengan akurasi tertinggi mencapai 93% pada skenario
pertama dan ketiga, dan 92% pada skenario kedua. Kernel Polynomial juga menunjukkan
performa yang sangat baik dengan akurasi stabil di sekitar 91% pada semua skenario.
Sebaliknya, kernel Linear dan Sigmoid menunjukkan akurasi yang lebih rendah, dengan
masing-masing berkisar di angka 79%-81% dan 79%-80%. Khususnya, kernel Sigmoid
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menunjukkan presisi yang sangat rendah pada kelas 1. Secara keseluruhan, hasil ini
menegaskan bahwa pemilihan kernel sangat mempengaruhi efektivitas model
klasifikasi, dengan kernel RBF dan Polynomial terbukti lebih unggul dalam
mengklasifikasi kualitas air minum dibandingkan kernel Linear dan Sigmoid.

Kesimpulan dan Saran

Air merupakan senyawa penting bagi kehidupan yang mendukung reaksi kimia
dalam sel dan transportasi nutrisi serta oksigen. Krisis air bersih semakin
mengkhawatirkan, hanya 1% air bersih yang bisa dikonsumsi. Penelitian ini berhasil
menunjukkan bahwa metode Support Vector Machine (SVM) efektif untuk
mengklasifikasikan kualitas air minum. Penggunaan berbagai kernel pada SVM,
terutama kernel RBF, menghasilkan akurasi yang tinggi dalam memprediksi kualitas air,
dengan akurasi tertinggi mencapai 95%. Temuan ini sejalan dengan studi sebelumnya
yang menunjukkan keunggulan SVM dalam menangani data yang kompleks dan tidak
seimbang. Penelitian ini menyarankan penggunaan metode SVM dalam aplikasi praktis
untuk memastikan kualitas air minum yang aman dan berkualitas. Selain itu, hasil
penelitian ini membuka peluang untuk penelitian lanjutan yang dapat mengeksplorasi
penggunaan kernel lain atau kombinasi metode untuk meningkatkan akurasi dan
efisiensi klasifikasi kualitas air.
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