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ABSTRAK

Penyebaran berita palsu di era informasi digital mendorong kebutuhan
akan algoritma deteksi yang efisien. Dalam penelitian ini, diajukan
penggunaan Passive Aggressive Classifier untuk mengenali berita palsu
dan real. Passive Aggressive Classifier adalah algoritma pembelajaran
mesin adaptif yang bisa mengklasifikasikan data online dengan
menyesuaikan diri pada pola baru. Dataset terdiri dari berita palsu dan
real digunakan dalam pelatihan model deteksi. Proses melibatkan
vektorisasi teks via TF-IDF dan pelatihan model menggunakan algoritma
Passive Aggressive Classifier. Evaluasi melibatkan metrik standar seperti
akurasi, presisi, recall, dan f1-score. Hasilnya tunjukkan bahwa model

classification mampu mendeteksi berita palsu secara akurat. Implikasinya,
pendekatan ini bisa efektif untuk mengatasi penyebaran berita palsu

dengan cepat dan akurat.

ABSTRACT

The proliferation of fake news or hoaxes has become an increasingly pressing issue in today's digital
information era. To address this problem, an effective and efficient detection algorithm is necessary. In
this study, we propose the implementation of the Passive Aggressive Classifier to identify fake or real
news. The Passive Aggressive Classifier is an adaptive machine learning algorithm capable of classifying
data online by adjusting to emerging patterns. A dataset consisting of fake and real news is used to train
the detection model. The implementation process involves text vectorization using the TF-IDF scheme
and model training using the Passive Aggressive Classifier algorithm. The model's performance is
evaluated using standard metrics such as accuracy, precision, recall, and F1-score. The research findings
demonstrate that the implementation of the Passive Aggressive Classifier is capable of accurately
detecting fake news. Consequently, this approach can be employed as an effective solution to swiftly and
accurately counteract the spread of fake news.

Pendahuluan

Pada era informasi yang semakin maju, penyebaran berita dan informasi telah
menjadi sangat luas dan cepat melalui platform digital. Dalam konteks pendidikan,
dampak perkembangan teknologi tercermin dalam penggunaan dokumen, salah
satunya yaitu dokumen digital. Dokumen digital telah muncul sebagai hasil evolusi
teknologi di era digital saat ini. Dalam bidang ini, informasi yang terkait di dalam jurnal
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online menjadi aspek yang signifikan dan sangat diminati oleh berbagai kalangan. Jurnal
online menjadi format yang sangat dibutuhkan dalam berbagai sektor. Jurnal memiliki
berbagai bentuk terbitan dan transmisi, mengangkat berita dan hasil-hasil penelitian di
berbagai bidang, termasuk media (Pratama et al., 2019). Namun, bersamaan dengan
penyebaran informasi yang cepat, juga muncul tantangan dalam membedakan berita
yang benar dari berita palsu (Rahmatullah, 2018). Berita juga dikenal sebagai informasi,
yang merujuk pada pengetahuan yang dihasilkan dari proses pengolahan data yang
saling terhubung menjadi suatu kesimpulan. Beberapa kumpulan data dapat
dikategorikan sebagai informasi apabila dari sejumlah data tersebut sudah mampu
menarik suatu kesimpulan yang bermakna. Kita juga diminta untuk melakukan
pemeriksaan yang cermat terhadap kebenaran suatu berita atau informasi. Kita juga
dapat menerapkan sebuah sistem untuk memeriksa kebenaran informasi tersebut
(Hanani, 2008). Berita palsu atau hoaks dapat menyebabkan kerugian besar, termasuk
menyebabkan ketidakpercayaan masyarakat, mengganggu stabilitas politik, dan
merugikan reputasi individu atau organisasi (Chumairoh, 2020).

Dalam konteks penelitian ini, mekanisme operasinya mirip dengan cara
pemeriksaan plagiarisme, di mana penelitian mengadopsi algoritma Manber-Winnowing
sebagai solusi untuk mengenali tindakan plagiarisme. Teknik ini berlandaskan pada
pemrosesan urutan karakter dengan menghilangkan unsur yang tidak relevan,
kemudian menciptakan representasi khas yang memungkinkan perbandingan antara
dokumen-dokumen. Proses ini melibatkan beberapa tahap, termasuk segmentasi teks
menjadi fragmen yang lebih kecil dan penyingkiran elemen yang tak penting, seperti
spasi atau karakter spesifik (Faisal et al., 2020).

Untuk mengatasi masalah ini, pendekatan yang menggunakan teknik-teknik
kecerdasan buatan dan pembelajaran mesin telah dikembangkan. Salah satu metode
yang dapat digunakan adalah Passive Aggressive Classifier (PAC), sebuah algoritma
pembelajaran mesin yang dapat digunakan untuk mendeteksi berita palsu atau real
(Popek et al, 2014). PAC adalah algoritma yang adaptif dan efisien dalam
mengklasifikasikan data dengan cepat (Rathi et al., 2018).

Dalam penelitian ini, kami bertujuan untuk mengimplementasikan Passive
Aggressive Classifier untuk mendeteksi berita palsu atau real. Kami akan menggunakan
teknik pemrosesan bahasa alami (natural language processing) untuk menganalisis teks
berita dan mengekstrak fitur-fitur penting yang dapat membedakan antara berita palsu
dan real (Mandical et al., 2020). Selanjutnya, kami akan melatih model PAC
menggunakan data latih yang telah diberi label dan menguji keakuratannya dengan
menggunakan data uji yang belum pernah dilihat sebelumnya (Imbwaga et al., 2022).

Diharapkan bahwa implementasi PAC dalam mendeteksi berita palsu atau real ini
dapat memberikan kontribusi dalam mengatasi masalah penyebaran berita palsu dan
membantu masyarakat untuk memperoleh informasi yang benar dan dapat dipercaya
(Riadi Silitonga, 2019).
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Pembahasan

Pembahasan terkait paragraf di bawah ini akan membahas mengenai dua
komponen penting dalam implementasi metode '"TfidfVectorizer" dan "Passive
Aggressive Classifier."

TfidfVectorizer

TfidfVectorizer adalah sebuah metode dalam pemrosesan bahasa alami (Natural
Language Processing/NLP) yang digunakan untuk mengubah teks menjadi
representasi numerik yang dapat digunakan oleh algoritma machine learning
(Villagracia Octaviano, 2021). TfidfVectorizer menggabungkan dua konsep utama, yaitu
Term Frequency (TF) dan Inverse Document Frequency (IDF) (Abdulrahman & Baykara,
2020). Term Frequency (TF) mengukur sejauh mana sebuah kata muncul dalam sebuah
dokumen. TF mengasumsikan bahwa kata-kata yang sering muncul dalam sebuah
dokumen memiliki tingkat penting yang tinggi (Bounabi et al., 2019). Inverse Document
Frequency (IDF) mengukur sejauh mana sebuah kata umum atau jarang muncul di
seluruh koleksi dokumen. Kata-kata yang jarang muncul di koleksi dokumen memiliki
tingkat penting yang lebih tinggi dibandingkan dengan kata-kata yang sering muncul
(Tripathy et al., 2015). TfidfVectorizer menggabungkan kedua konsep ini untuk
memberikan representasi numerik dari teks yang memperhitungkan pentingnya
sebuah kata dalam suatu dokumen dan dalam keseluruhan koleksi dokumen.

Passive Aggressive Classifier

Passive Aggressive Classifier adalah algoritma machine learning yang digunakan
untuk pemodelan klasifikasi pada data yang berubah seiring waktu. Algoritma ini
digunakan dalam konteks "online learning", di mana model diperbarui secara iteratif
saat data baru masuk (Ahmed et al., 2022). PassiveAggressiveClassifier merupakan
algoritma yang adaptif dan efisien dalam menangani masalah klasifikasi biner dan
multi-kelas. la memanfaatkan konsep "passive" dan "aggressive" untuk melakukan
pembaruan model saat menghadapi data baru (University of Peradeniya. Department
of Electrical and Electronics Engineering et al., 2019)

Alur Penelitian

Alur dari penelitian ini dapat dilihat pada gambar di bawah ini:
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Pengumpulan Data (Crawling)

Proses pengumpulan data berita melibatkan penggunaan perangkat lunak
otomatis, disebut "crawler" atau "spider," untuk mengambil informasi dari berbagai
sumber berita di internet. Langkah-langkahnya meliputi inisiasi crawler, penentuan
sumber berita, ekstraksi data berdasarkan kata kunci atau kategori tertentu, dan
penyimpanan hasil dalam format yang sesuai. Dalam beberapa kasus, perlu mengatasi
hambatan keamanan pada situs web tertentu. Setelah data terkumpul, pemfilteran
dan analisis data dapat dilakukan untuk memahami tren berita atau sentimen. Proses
ini memfasilitasi pengumpulan data besar-besaran untuk analisis lebih lanjut tanpa
melibatkan intervensi manual.

Labeling

Labeling adalah memberi tanda pada data, memisahkan berita palsu dan real.
Dalam konteks "Implementasi Passive Aggressive Classifier untuk Mendeteksi Berita
Palsu atau Real," labeling menunjukkan status kebenaran berita dalam dataset. Ini
membantu algoritma seperti Passive Aggressive Classifier belajar pola dan
memprediksi kebenaran berita baru. Label diberikan setelah penilaian manusia,
memungkinkan model belajar dan meningkatkan klasifikasi berita di masa depan.

Preprocessing

Preprocesssing atau Pra-pemrosesan pada "Implementasi Passive Aggressive
Classifier untuk Mendeteksi Berita Tidak Benar atau Benar" adalah rangkaian langkah
yang dilakukan sebelum menerapkan model klasifikasi. Ini melibatkan pembersihan,
normalisasi, dan transformasi data teks. Tujuannya adalah untuk memastikan kualitas
data sebelum analisis lebih lanjut. Ini termasuk menghilangkan karakter tidak
diperlukan, mengubah teks menjadi format seragam, menghapus kata-kata umum,
memecah teks menjadi unit-unit kecil, dan mengonversi teks menjadi bentuk numerik
dengan metode seperti TF-IDF. Hal ini mempersiapkan data untuk model klasifikasi dan
memungkinkan analisis lebih fokus dan akurat.

TF-IDF (Term Frequency-Inverse Document Frequency)

Dalam judul "Implementasi Passive Aggressive Classifier Untuk Mendeteksi Berita
Palsu atau Real," istilah "TF-IDF" mengacu pada metode pengolahan teks yang
digunakan dalam analisis dan pengklasifikasian teks. "TF-IDF" adalah singkatan dari
teknik yang disebut "Term Frequency-Inverse Document Frequency."

Split Data

Split data berjutuan untuk Tujuannya adalah untuk membagi dataset menjadi dua
bagian: data pelatihan (train) dan data pengujian (test). Pada source code yang
dibawah, proses split data terjadi dengan menggunakan fungsi train_test_split dari
pustaka sklearn.model_selection.

Gambar 1. Split dataset

#DataFlair - Split the dataset

x_train,x_test,y_train,y test=train_test split(df['text'], labels, test size=8.2, random_state=7)
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Data pelatihan (x_train dan y_train) digunakan untuk melatih model, sementara
data pengujian (x_test dany_test) digunakan untuk menguji performa model pada data
yang belum pernah dilihat sebelumnya. Dalam kode tersebut, pengaturan test_size=0.2
mengindikasikan bahwa data pengujian akan terdiri dari 20% dari total data. Penggunaan
random_state=7 bertujuan untuk memastikan hasil pembagian data yang konsisten jika
kode dijalankan ulang.

Hasil dan Pembahasan

Dalam implementasi model "Passive Aggressive Classifier" untuk mendeteksi
berita palsu atau nyata, metode "TfidfVectorizer" memainkan peran penting dalam
mengubah teks menjadi representasi numerik. Metode ini menggabungkan konsep
Term Frequency (TF) dan Inverse Document Frequency (IDF). TF mengukur seberapa
sering kata muncul dalam sebuah dokumen, sedangkan IDF mengukur keunikan kata
dalam seluruh koleksi dokumen.

Sementara itu, algoritma "Passive Aggressive Classifier" digunakan sebagai
metode pembelajaran mesin. Ini memiliki adaptabilitas terhadap perubahan data
seiring waktu dalam paradigma "online learning." Algoritma ini memanfaatkan
pendekatan "passive" dan "aggressive" untuk memperbarui model saat menghadapi
data baru.

Gambar 2. Hasil Pengujian

Out[8]: array([[598, 48],
[ 45, 584]], dtype=inte4)

1. Di baris pertama, kolom pertama (590) adalah True Negative (TN), yang
menunjukkan jumlah berita yang benar-benar terdeteksi sebagai berita palsu.

2. Dibaris pertama, kolom kedua (48) adalah False Positive (FP), yang menunjukkan
jumlah berita yang sebenarnya benar tetapi salah terdeteksi sebagai berita palsu.

3. Dibaris kedua, kolom pertama (45) adalah False Negative (FN), yang menunjukkan
jumlah berita yang sebenarnya palsu tetapi salah terdeteksi sebagai berita real.

4. Di baris kedua, kolom kedua (584) adalah True Positive (TP), yang menunjukkan
jumlah berita yang benar-benar terdeteksi sebagai berita real.

Dalam konteks deteksi berita palsu atau nyata, penggabungan "TfidfVectorizer"
dan "Passive Aggressive Classifier" menghasilkan representasi teks yang adaptif dan
model yang mampu mengklasifikasikan dengan akurat. Hasil array konfusi matriks yang
dihasilkan merupakan indikator performa model dalam memprediksi klasifikasi berita.
Kesimpulannya, implementasi ini berpotensi menjadi solusi efektif untuk mengatasi
penyebaran berita palsu di era informasi digital.
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Kesimpulan dan Saran

Adapun kesimpulan yang dapat kita ambil dari penjelasan di atas ialah sebagi
berikut:

1. Dengan menggunakan algoritma seperti PassiveAggressiveClassifier dan metode
vektorisasi TF-IDF, kita dapat mengembangkan model yang dapat memprediksi
apakah suatu berita adalah asli atau palsu berdasarkan fitur-fitur teks yang relevan.

2. Penggunaan TfidfVectorizer membantu dalam mengubah teks menjadi
representasi numerik menggunakan skema pembobotan TF-IDF. Hal ini
memungkinkan model Machine Learning untuk bekerja dengan data teks.

3. Dalam kode yang diberikan, akurasi model dihitung sebagai metrik evaluasi untuk
mengukur seberapa baik model dalam memprediksi berita palsu. Akurasi
merupakan persentase jumlah prediksi yang benar terhadap total jumlah data uji.
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