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A B S T R A K 

Kualitas air sangat penting bagi kehidupan untuk menjaga keberlanjutan 
ekosistem lingkungan dalam perairan. Penelitian ini berfokus pada 
penggunaan Metode Support Vector Machine atau SVM sebagai metode 
klasifikasi untuk memantau dan mengklasifikasikan kualitas air. Data 
yang digunakan adalah data indeks kualitas air yang bersumber dari 
kaggle.com yang berjumlah 8000 data dengan berbagai atribut. Melalui 
proses pelatihan dan pengujian dengan menggunakan metode SVM 
didapatkan hasil akurasi mencapai 94,24%. Hasil evaluasi model pada 
kelas baik untuk nilai presisi  adalah 97% dengan recall 91% dan pada kelas 

tidak baik nilai presisi adalah 92% dengan recall 98%. Dengan demikian secara keseluruhan model dengan 
menggunakan metode SVM dapat mengkategorikan kualitas air dengan baik. Sehingga hasil penelitian ini 
dapat membantu pemerintahan dalam pemantauan kulitas air secara efektif dan lebih cepat terhadap 
kondisi perairan. 

A B S T R A C T 

Water quality is very important for life to maintain the sustainability of environmental ecosystems in 
waters. This research focuses on the use of the Support Vector Machine Method or SVM as a classification 
method for monitoring and classifying water quality. The data used is water quality index data sourced 
from kaggle.com, amounting to 8000 data with various attributes. Through the training and testing 
process using the SVM method, accuracy results reached 94.24%. The model evaluation results in the good 
class for the precision value were 97% with a recall of 91% and in the not good class the precision value was 
92% with a recall of 98%. Thus, overall the model using the SVM method can categorize water quality well. 
So the results of this research can help the government monitor water quality more effectively and more 
quickly on water conditions. 

 

Pendahuluan   

Air merupakan bagian penting dalam kehidupan makhluk hidup karena menjadi 
salah satu sumber kehidupan. Sekitar 71% wilayah dari bumi merupakan Kumpulan air 
yang memiliki senyawa kompleks (Hartanti & Ichsan, 2023). Kesehatan Masyarakat dan 
kelangsungan ekosistem perairan sangat bergantung pada kualitas air. Pertumbuhan 
populasi manusia dan aktivitas industry dalam beberapa decade terakhir meningkatkan 
tekanan pada sumber daya air. Sehingga menyebabkan perubahan besar dalam 
perkembangan kualitas iar di seluruh dunia. Air dapat dikatakan bersih dan digunakan 
untuk kebutuhan sehari-hari jika memenuhi standar yang ditetapkan oleh pemerintahan 
dan disepakati bersama sesuai kesehatan (Djana, 2023). Kesadaran manusia mengenai 
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pola konsumsi air berkualitas semakin tinggi sehingga menghasruskan pemantauan 
kualitas air pada setiap wilayah perairan (Ulum et al., 2023). Oleh karena itu pemantauan 
kualitas air sangat penting dalam mengetahui dampak aktivitas manusia terhadap 
lingkungan perairan. Tujuan penelitian ini adalah untuk mengembangkan metode 
klasifikasi dengan menggunakan SVM dalam mengklasifikasi kualitas air pada data yang 
didapatkan dari Kaggle.com.  

Support vector machine adalah metode yang dibuat oleh Vapnik pada tahun 1995. 
Seiring berjalaanya waktu banyak perkembngan hingga sampai saat ini menjadi salah 
satu metode klasifikasi yang banyak digunakan untuk menangani permasalahan pada 
dataset yang kompleks dan tidak linear. Sehingga pada penelitian ini SVM akan 
digunakan sebagai metode untuk mengklasifikasikan kualitas air pada dataset yang 
didapatkan dari Kaggle.com dengan atribut yang memeberikan informasi tentang 
kesehatan air dan kondidi ekologis. Support vector machine merupakan sistem 
pembelajaran yang dilatih dengan berdasarkan teori optimasi menggunakan ruang 
hipotesis ynag berupa fungsi linear dalam dimensi tinggi (Putri et al., 2023). 

Penelitian sebelumnya tentang pemantauan kualitas air telah banyak 
memanfaatkan teknologi informasi dan metode komputasi. Namun sebagian besar 
penelitian tersebut berkonsentrasi pada analisis deskriptif dan kurang mempelajarai 
metode klasifikasi yang digunakan seperti metod SVM untuk meningkatkan ketepatan 
dan efisisensi dalam mengklasifikasikan kualitas air. Kualitas air dapat diklasifikasikan 
dengan menggunakan metode SVM karen metode ini mempunyai banyak kelebihan. 
Metode ini bekerja dengan baik pada data ynag berdimensi tinggi karena sudah banyak 
dikembangkan oleh beberapa ilmuan untuk data yang nonlinear. Cara kerja SVM adalah 
dnegan mencari garis hyperplane dan margin untuk memisahkan data sehingga 
pemisahan klasifikasi akan lebih maksimal (Sudin et al., 2023). 

Pemantauan kualitas air sangat penting untuk ekosistem dan kesehatan manusia 
serta lingkungan sekitar karena dapat menimbulkan pencemaran air yang tidak baik. 
Sehingga perlu adanya pemantauan kualitas air. Dalam hal ini metode SVM dapat 
digunakan untuk klasifikasi kualitas air dengan baik untuk menemukan pola dan 
hubungan yang kompleks antara berbagai kelas pada data yang digunakan. Sehingga 
dapat mendapatkan informasi tentang kualitas air dengan lebih cepat dan dapat 
digunakan untuk membuat Keputusan pengelolaan sumber daya air yang lebih baik. 
Dengan demikian untuk memenuhi standar kualitas air akan lebih mudah karena 
terdapat adanya upaya pengawasan atau pemantauan sumber air. Sehingga air akan 
terjaga kualitasnya dan mampu menghasilkan standar air yang layak dikonsumsi (Savitri 
& Nursalim, 2023). 

Berdasarkan latar belakang tersebut, pada penelitian ini dirancang dan dibangun 
sebuah model untuk sistem klasifikasi kualitas air pada data yang didapatkan dari 
Kaggle. Penelitian ini berfokus pada pengembangan metode SVM untuk mengatasi 
pengklasifikasian pada kelas target. Karena SVM adalah metode yang mendalam dan 
praktis dalam pengklasifikasian data dan terbukti efektif dalam berbagai konteks 
klasifikasi. Penelitian ini diharapkan dapat memberikan pemahaman yang lebih baik 
tenntang kualitas air dan membantu mempermudah keputusan yang lebih cepat dalam 
pengelolaan sumber daya air yang berkelanjutan. Penelitian ini diharapkan dapat 
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menjadi solusi baru untuk permasalahan dalam penanganan kualitas air. Dengan 
menggunakan metode SVM juga diharapkan memberi peneliti dan praktisi ataupun 
pengambil kebijakan keputusan seperti pemerintahan dalam panduan untuk mengelola 
dan menjaga kualitas air di lungkungan pedesaan ataupun perkotaan. 

Rumusan masalah yang menjadi pokok bahasan penelitian ini adalah bagaimana 
merancang dan membangun model untuk sistem klasifikasi kualitas air dengan 
menggunakan metode SVM. Sehingga tujuan dari penelitian ini adalah merancang dan 
membangun model untuk sistem kualitas air dengan menggunakan metode SVM. 

Metode  

Support Vector Machine (SVM)  
Support Vector Machine (SVM) adalah salah satu metode algoritma pembelajaran 

mesin yang paling kuat dan popular digunakan untuk klasifikasi dan regresi. Metode ini 
pertama kali diperkenalkan oleh Vladimir Vapnik dan koleganya di AT&T Bell 
Laboratories pada tahun 1992. SVM bekerja dengan menemukan hyperplane yang 
optimal sehingga dapat memisahkan kelas dalam dataset dengan menggunakan margin 
yang besar. Konsep utama SVM adalah memaksimalkan margin yang mana jarak antara 
hyperplane dan titik data terdekat dari kedua kelas yang dikenal dengan support vectors 
(Angellina et al., 2023).  

Pada metode SVM dua dimensi, hyprplane dapat dianggap sebagai garis yang 
membagi data ke dalam dua kelas ynag berbeda. Rumus dasar untuk hyperplane adalah 
sebagai berikut : 

𝑤. 𝑥 − 𝑏 = 0    (1) 

𝑤 = vector bobot 

𝑥  = vector fitur 

𝑏  = bias 

Tujuan SVM adalah menemukan 𝑤 dan 𝑏 yang memaksimalkan margin antara dua 
kelas data. Titik-titik data yang berada paling dekat dengan hyperplane disebut vectors 
dan titik-titik itulah yang menjadi kunci dalam menentukan posisi hyperplane. 

Untuk kasus data yang tidak sepenuhnya dapat dipisahkan secara linear maka SVM 
dikembangkan dengan menggunakan kernel trick dengan tujuan untuk memetakan 
data ke ruang dimensi yang lebih tinggi agar data dapat dipisahkan secara linear. 
Terdapat beberapa kernel pada SVM, kernel yang umum digunakan termasuk 
polynomial, radial basis function atau RBF dan sigmoid (Hermawan, 2019). Misalkan 
kernel RBF berikut adalah rumusnya : 

𝐾(𝑥𝑖, 𝑥𝑗) = exp(−𝑦 ||𝑥𝑖 − 𝑥𝑗||
2

)      (2) 

𝐾(𝑥𝑖, 𝑥𝑗) = kernel 

𝑦 = parameter yang menentukan jangkauan pengaruh dari satu titik data 

Fungsi kernel adalah menggantikan produk dot dalam ruang fitur asli yang 
memungkinkan SVM untuk menangani klasifikasi non-linear. 
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SVM adalah algoritma yang sangat kuat karena beberapa kelebihannya yaitu 
mampu bekerja dengan baik pada dataset dengan dimensi tinggi dan efektif dalam 
kasusu jumlah fitur ynag lebih besar dari jumlah sampel. SVM juga tidak menggunakan 
memeori ynag banyak sehingga efisien karena hanya menggunakan subset dari titik 
pelatihan atau support vectors dalam fungsi keputusan (Jayadi et al., 2023). 

Pembahasan  

Penelitian yang akan dikembangkan menggunakan metode SVM diperlukan suatu 
tahapan ynag harus dilakukan berikut adalah tahapan tahapan yang akan dilakukan pada 
penelitain ini. 

 

Gambar 1. Rancangan Sistem. 

Pengumpulan Data  

Pengumpulan data adalah tahap awal dalam suatu penelitian ynag merupakan 
proses mengumpulkan informasi atau data dari berbagai sumber untuk di analisis dan 
dijadikan bahan penelitian. Dalam penelitian ini data yang akan digunakan diambil dari 
Kaggle.com yang merupakan data public. Kaggle sendiri adalah web yang menyediakan 
berbagai jenis dataset berupa file csv, excel, json ataupun format lainnya. Dataset untuk 
penelitian ini berjumlah 8000 data kualitas air dilingkungan perkotaan dengen beberapa 
atribut lengkap. 

Dataset yang dikumpulkan adalah data waterQuality.csv yang bersumber dari 
kaggle. Pada dataset tersebut terdapat 21 atribut yaitu alumunium, ammonia, arsenic, 
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barium, cadmium, chloramine, chromium, copper, flouride, bacteria, viruses, lead, 
nitrates, nitrites, mercury, perchlorate, radium, selenium, silver, uranium, dan terakhir 
adalah is_safe yaitu kelas atribut dengan rating 0 dan 1. Jika 0 maka kualitas air dikatakan 
tidak sehat dan jika 1 maka kualitas air adalah sehat. Berikut adalah data yang digunakan. 

 

Gambar 2. Dataset. 

Imputasi Data Yang Hilang 

Imputasi data yang hilang adalah langkah yang penting dalam penelitian karena 
berguna untuk merapihkan dataset sebelum digunakan untuk membangun model. 
Proses ini mematiskan bahwa data yang hilang diisi secara akurat agar data menjadi valid 
dan tidak ada masalah serta bisa melakukan analisis data lebih lanjut (Jasman et al., 
2022). Data yang hilang biasanya ditandai dengan nilai NaN (Not a Number) atau tanda 
lain seperti #NUM!, NA, atau null. Pada dataset yang digunakan terdapat data yang 
hilang yang didefinisikan degan nila #NUM!. Sehingga untuk memproses data lebih 
lanjut, data tersebut harus diubah dan diisi dengan baik sesuai type data pada atribut. 
Berikut adalah data sebelum dan sesudah diimputasi. 

 
Gambar 1. Data Sebelum Imputasi 
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Gambar 2. Pengecekan data non-numerik 

 
Gambar 3. Data Sesudah Imputasi 

Oversampling 

Oversampling adalah suatu teknik dalam pemrosesan data yang digunakan untuk 
menangani kelas yang tidak seimbang menjadi seimbang (Piyadasa & Gunawardana, 
2023). Ketidakseimbangan kelas biasanya terjadi ketika terdapat perbedaan jumlah data 
pada masing masing kelas (Afrah et al., 2024). Setelah dilakukan imputasi pada tahap 
sebelumnya maka tahap selanjunya adalah proses oversampling yang diharapakan 
mendapatkan data yang seimbang agar dataset pada proses selanjutnya dalam 
pembangunan model akan lebih baik. Berikut adalah gambar data sebelum proses 
oversampling dan sesudah proses oversampling. 
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Gambar 4. Data Imbalanced 

 
Gambar 5. Data Balanced 

Splitting Data 

Splitting data adalah proses pemisahan menjadi dua bagian yaitu training dan 
testing (Sari et al., 2023). Data tersebut akan digunakan untuk mengukur model. Data 
training berfungsi untuk pelatihan data yang digunakan pada saat pembuatan model. 
sedangkan data testing adalah untuk digunakan sebagai pengujian data yang akan diuji 
dari hasil prediksi ynag dibuat berdasarkan data training (Okprana & Winanjaya, 2022). 
Pada proses ini data yang sudah seimbang dari hasil oversampling tahap sebelumnya 
akan dibagi menjadi dua bagian yaitu data training sebesar 80% dan data testing 20%. 
Dengan demikian 80% data training akan digunakan untuk mengukur nilai akurasi 
pelatihan dengan jumlah 6400 data. Sedangakan sisanya adalah data testing yang akan 
digunakan untuk pengujian model SVM berdasarkan model training yang sudah 
didapatkan. 
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Tabel 1. Splitting Data. 

Training Testing 

80% 20% 

Pembagunan Model SVM 

Support Vector Machine adalah algoritma yang efektif dalam melakukan 
klasifikasi. Pada penelitian ini kualitas air akan diprediksi menggunakan SVM 
berdasarkan berbagai atribut yang diukur dari air sesuai dengan atribut yang ada pada 
dataset. Sehingga pada tahap ini SVM akan mencari pola atau batasan yang memisahkan 
berbagai kategori kualitas air melalui proses training atau pelatihan. Tujuan utamanya 
adalah untuk membangun model yang dapat membedakan antara kategori kualitas air 
yang baik dan buruk dengan tingkat akurasi yang tinggi. Dalam pemodelan 
menggunakan SVM terdapat beberapa jenis kernel yang digunakan pada saat pengujian 
untuk menisolasi data. Namun melalui serangkaian uji coba dan eksperimen kernel 
Radial Basis Function atau RBS adalah uji coba dengan hasil yang paling tinggi 
dibandingkan dnegan kernel lainnya. Sehingga memungkinkan SVM menangani data 
non linear dengan baik dibandingkan kernel lain. Berikut adalah hasil dari pengujian 
masing-masing kernel. 

 
Gambar 6. Visualisasi Akurasi 

 Evaluasi 

Setelah Pembangunan model dilakukan tahap selanjutnya adalah evaluasi model 
pada data uji untuk mengetahui seberapa baik kinerja model yang sudah dibuat. 
Seberapa baik model dapat mengklasifikasikan kelas kualitas air berdasarkan atribut 
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yang diberikan dapat dinilai dengan menggunakan metrik evaluasi seperti akurasi, 
presisi, recall dan f1-score (Sahi et al., 2023). 

Akurasi menggambarkan besaran data yang diklasifikasikan sebagai benar dibandingkan 
keseluruhan data.  

Akurasi = (Jumlah prediksi benar)/(Total Data) x 100% 

Sementara presisi, menyoroti seberapa tepat model dalam mengidentifikasi contoh 
positif. 

Presisi = TP/((TP+FP)) 

True Positive (TP) : Jumlah hasil identifikasi positif yang benar. 

False Positive (FP) : Jumlah hasil identifikasi negatif yang keliru. 

Sedangkan recall, menunjukkan kemampuan model untuk menemukan semua contoh 
positif. 

Recall = TP/((TP+FN)) 

False Negatif (FN) : Jumlah positif yang seharusnya teridentifikasi, tetapi tidak 
teridentifikasi. 

Dan F1-Score, sebagai pengukuran gabungan dari presisi dan recall, memberikan 
gambaran holistik tentang kinerja model. 

F1-Score = 2 x PrecisionxRecall/(Precision+Recall) 

Dalam prediksi kualitas air SVM dapat digunakan untuk membuat prediksi ynag 
berguna berdasarkan atribut yang diukur. Hal ini dapat mendukung upaya pemantauan 
dan perlindungan lingkungan terhadap sumber air dengan memberikan informasi 
tentang tingkat kebersihan atau kesesuaian air untuk penggunaan tertentu. Dari 
percobaan yang dilakukan dalam prediksi kualitas air dengan menggunakan SVM 
menunjukan hasil yang sangat baik mencapai 94,24%. Dengan demikian sebagian besar 
data yang digunakan merupakan data dengan kualitas air yang baik. Dan juga bisa 
dikatakan bahwa data ynag digunakan cocok dengan model SVM yang digunakan. 
Berikut adalah gambar hasil akurasi pengujian. 

 

Gambar 7. Hasil Akurasi 

Pada Gambar 9 diatas terlihat bahwa nilai precision untuk kelas 0 menunjukan nilai 
98% sehingga menunjukan bahwa sebagian besar diklasifikasikan sebagai kelas 0 dan 
data sebenarnya memang benar dari kelas 0. Sementara untuk precision dikelas 1 
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menunjukan nilai 91% dengan demikian bearti menunjukan bahwa sebagian kecil 
diklasifikasikan dengan salah. Precision dapat dikatakan baik apabila memiliki nilai 
mendekati 1. Berikut adalah gambar confussion matrix yang digunakan untuk evaluasi 
model yang dilakukan. 

 
Gambar 8. Confusion Matrix 

Terlihat bahwa nilai data kualitas air yang tidak aman berjumlah 1260 karena sesuai 
dengan data yang sebenarnya pada dataset yang digunakan dan sesuai dengan prediksi 
dari metode SVM. Sedangkan yang diprediksi aman akan tetapi pada data yang 
sebenarnya tidak aman sebesar 130 data. Untuk data kualitas air yang aman diprediksi 
aman oleh system dan pada data yang sebenarnya juga aman berjumlah 1411 data 
sedangkan yang diprediksi aman akan tetapi pada data yang sebenarnya adalah tidak 
aman berjumlah 33 data. 

Kesimpulan dan Saran 

Dari penelitian yang sudah dilakukan dalam pengklasifikasian kualitas air 
menggunakan metode SVM didapatkan kesimpulan bahwa metode SVM menghasilkan 
akurasi sebesar 94%, precission sebesar 95%, recall sebesar 94%, dan f1-score sebesar 94% 
dengan jumlah data yang digunakan adalah 8000 data dengan 21 atribut. Berdasarkan 
hasil yang didapatkan tersebut maka dapat ditarik kesimpulan bahwa metode SVM 
dapat digunakan untuk pengklasifikasian kualitas air dengan kinerja yang sangat baik. 
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